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More details in the notebook version

https://bbrejova.github.io/viz/
https://colab.research.google.com/github/bbrejova/viz/blob/master/notebooks/L04_Summary_statistics.ipynb


Introduction
Summary statistics (popisné charakteristiky / štatistiky):
quantities that summarize basic properties of a single variable (a table column), 
such as the mean.

We can also characterize dependencies between pairs of variables.

Together with simple plots, they give us the first glimpse at the data
when working with a new data set.



Data set for today
● The same data set as in group tasks 04.
● The data set describes 2049 movies.
● Originally downloaded from 

https://www.kaggle.com/rounakbanik/the-movies-dataset and preprocessed, 
keeping only movies with at least 500 viewer votes.





Measures of central tendency (miery stredu / polohy)
These represent a typical value in a sample 𝑥 = 𝑥1,…,𝑥𝑛 (one numerical column).

Mean (priemer) 
This is the arithmetic mean, there are also geometric and harmonic means.

Median (medián) is the middle value when the values ordered by size.
For even 𝑛 usually defined as the average of the two middle values.
Example:
Median of 10, 12, 15, 16, 16 is 15.
Median of 10, 12, 15, 16, 16, 20 is 15.5.



Measures of central tendency (cont.)
● Mean (priemer) 
● Median (medián) 
● Mode (modus) is the most frequent value (for a discrete variable).

Mode of 10,12,15,16,16 is 16.
For continuous variables, we may look for a mode in a histogram.
This is sensitive to bin size.



https://commons.wikimedia.org/wiki/File:Visualisation_mode_median_mean.svg

https://commons.wikimedia.org/wiki/File:Visualisation_mode_median_mean.svg


Properties of the measures
If we apply linear transformation 𝑎⋅𝑥𝑖+𝑏 with the same 𝑎 and 𝑏 to all  𝑥𝑖, 
mean, median and mode will be transformed in the same way.

This corresponds e.g. to the change in the units of measurement
 (grams vs kilograms, degrees C vs degrees F)

Mean can be heavily influenced by outliers
800, 1000, 1100, 1200, 1800, 2000, 30000: mean 5414.3, median 1200
800, 1000, 1100, 1200, 1800, 2000, 10000: mean 2557.1, median 1200

Therefore we often prefer median (e.g. median salary).



Computation in Pandas



Shown in a histogram (whole and detail)

What causes the difference between the mean and the median?



Summarizing many columns or rows
● Functions mean and median can be applied to all numerical columns
● With axis=1 we get means or medians in rows



Quantiles, percentiles and quartiles
(kvantily, percentily, kvartily)

Median is the middle value in a sorted order;
about 50% of values are smaller and 50% larger.

For a percentage 𝑝, the 𝑝-th percentile is at position roughly (𝑝/100)⋅𝑛 in the 
sorted order of values.

Similarly quantile (in Pandas), but we give fraction between 0 and 1 rather than 
percentage.

Quartiles are three values 𝑄1, 𝑄2 and 𝑄3 that split input data into quarters.
Therefore, 𝑄2 is the median.



Quantiles in Pandas



Quartiles in a histogram (whole and detail)



Quantile interpolation
Optional parameter interpolation accepts values ‘linear’ (default), 
‘lower’, ‘higher’, ‘midpoint’, ‘nearest’.

Minimum is at quantile 0, maximum at quantile 1, the rest evenly spaced between.

The quantile between two elements is influenced only by its two neighbors.

Example: list [0,10,20,100]
p=0: 0,  p=1/3: 10,  p=2/3: 20,  p=1: 100
p=1/4: by default linear interpolation at 3/4 between 0 and 10, i.e. 7.5.

Linear interpolation is continuous as p changes from 0 to 1.



Quantile interpolation



Measures of variability (miery variability)
Values in the sample may be close to central values or spread widely.

Examples of measures:

Range of values from minimum to maximum (sensitive to outliers).

Interquartile range IQR (kvartilové rozpätie): range between 𝑄1 and 𝑄3 
(contains the middle half of the data).

Variance and standard deviation (next)



Variance (rozptyl)
For each 𝑥𝑖 square its difference from the mean 

Squaring gives non-negative values (and squares are easier to work with 
mathematically than absolute values).

Variance is the mean of these squares, but we divide by 𝑛−1 rather than 𝑛:

Division by 𝑛 would underestimate the true variance of the underlying population 
(more in the statistics course). 



Standard deviation (smerodajná odchýlka)
Square root of the variance

It is in the same units as the original values 
(variance is in units squared).

Recall:



Properties
Larger variance and standard deviation mean that data are spread farther from the 
mean.

If we apply linear transformation 𝑎⋅𝑥𝑖+𝑏 with the 𝑎 and 𝑏 to all 𝑥𝑖:
Neither variance nor standard deviation change with 𝑏.
Variance is multiplied by 𝑎2, standard deviation by |𝑎|.

These measures are strongly influenced by outliers:
800, 1000, 1100, 1200, 1800, 2000, 30000: st. dev. 10850.0, IQR 850
800, 1000, 1100, 1200, 1800, 2000, 10000: st. dev. 3310.5, IQR 850.





Outliers (odľahlé hodnoty)
Outliers are the values which are far from the typical range of values.

In data analysis, it is important to check outliers.

If they represent errors, we may try to correct or remove them.

They can also represent interesting anomalies.

Different definitions of outliers may be appropriate in different situations.



One possible definition of outliers
The criterion by statistician John Tukey:

Outliers are the values outside of the range [𝑄1 − 𝑘 ⋅ 𝐼𝑄𝑅, 𝑄3 + 𝑘 ⋅ 𝐼𝑄𝑅],
e.g. for 𝑘 = 1.5.

In our example 800, 1000, 1100, 1200, 1800, 2000, 30000:
𝑄1 = 1050, 𝑄3 = 1900, 𝐼𝑄𝑅 = 850.
𝑄1 − 1.5 ⋅ 𝐼𝑄𝑅 = −225, 𝑄3 + 1.5 ⋅ 𝐼𝑄𝑅 = 3175.

Outliers are values smaller than −225 or larger than 3175; here only 30000.

The range of outliers is not influenced if we change the outliers.



Computation in Pandas



Boxplot (krabicový graf)
Developed by Mary Eleanor Hunt Spear and John Tukey.

It shows the five-number summary: min, 𝑄1, median (𝑄2), 𝑄3, max

𝑄1 and 𝑄3: a box, median: line through box, min and max: whiskers
Outliers often excluded from the whiskers and shown as points.



Boxplots are used for quick comparison



For small datasets we may add strip plot
Works well for 
smaller 
languages, 
mess for en.

What do we see 
for sv, pt, th, hi, 
nb, id?



Code for the plot



Quick overview of a data set: describe in Pandas





Correlation (korelácia)
We are often interested in relationships among variables (data columns).

Next: two correlation coefficients that measure strength of such relationships.

Beware: correlation does not imply causation

        



Correlation does not imply causation
If electricity consumption grows in a very cold weather, there might be 
cause-and-effect relationship: the cold weather is causing people to use more 
electricity for heating.

If healthier people tend to be happier, which is the cause and which is effect?

Both studied variables can be also influenced by some third, unknown factor. 
For example, within a year, deaths by drowning increase with increased ice cream 
consumption. Both increases are spurred by warm weather.

The observed correlation can be just a coincidence, 
see the Redskins rule and a specialized webpage Spurious Correlations.
You can easily find such "coincidences" by comparing many pairs of variables.

https://en.wikipedia.org/wiki/Redskins_Rule
http://www.tylervigen.com/spurious-correlations


Pearson correlation coefficient
It measures linear relationship between two variables.

Consider pairs of values (𝑥1,𝑦1),…,(𝑥𝑛,𝑦𝑛), where (𝑥𝑖,𝑦𝑖) are two different features of 
the same object.

where 𝑠𝑥 is the standard deviation of variable 𝑥.



Pearson correlation coefficient

Expression                     is called the standard score or z-score:
how many standard deviations above or below the mean is 𝑥𝑖?

The product of z-scores for 𝑥𝑖 and 𝑦𝑖 is positive
iff they lie on the same side of the respective means of 𝑥 and 𝑦.



Properties of Pearson correlation coefficient
The value of 𝑟 is always from interval [−1,1].
 1 if 𝑦 grows linearly with 𝑥, 
-1 if 𝑦 decreases linearly
0 means no correlation.

https://commons.wikimedia.org/wiki/File:Correlation_coefficient.png

https://commons.wikimedia.org/wiki/File:Correlation_coefficient.png


Some cautions
Pearson correlation measures only linear relationships (bottom row)
Pearson correlation does not depend on the slope of the best-fit line (middle row)

https://commons.wikimedia.org/wiki/File:Correlation_examples2.svg

https://commons.wikimedia.org/wiki/File:Correlation_examples2.svg


Properties of Pearson correlation
What if we linearly scale each variable, i.e. 𝑎𝑥𝑖+𝑏, 𝑐𝑦𝑖+𝑑?
What if a>0, a=0, a<0?

What if we switch x and y?



Properties of Pearson correlation
Pearson correlation does not change if we linearly scale each variable, 
i.e. 𝑎𝑥𝑖+𝑏, 𝑐𝑦𝑖+𝑑 (for 𝑎,𝑐>0).

Pearson correlation is symmetric wrt. 𝑥 and 𝑦.

Due to reliance on mean and std.dev. it is sensitive to outliers.



Linear regression
The process of finding the line best representing the relationship of 𝑥 and 𝑦.
In higher dimensions we can predict one variable as a linear combination of many.
You will study linear regression in later courses.
We may draw regression lines in some plots.



Spearman's rank correlation coefficient
It can detect non-linear relationships.

We first convert each variable into ranks:
Rank of 𝑥𝑖 is its index in the sorted order of 𝑥1,…,𝑥𝑛.
Equal values get the same (average) rank.
For example, the ranks of 10, 0, 10, 20, 10, 20 are 3, 1, 3, 5.5, 3, 5.5.

Then we compute Pearson correlation coefficient of the two rank sequences.



Properties of Spearman's rank correlation coeficient
Values of 1, -1 if 𝑦 monotonically 
increases or decreases with 𝑥.

It is less sensitive to outliers (actual 
values of 𝑥 and 𝑦 are not important).

https://commons.wikimedia.org/wiki/File:Spearman_fig1.svg

https://commons.wikimedia.org/wiki/File:Spearman_fig1.svg


Computation in Pandas



Computation in Pandas (cont.)







Anscombe's quartet
Four artificial data sets designed by 
Francis Anscombe.

The same or very similar values of: 
means and variances of 𝑥 and 𝑦, 
Pearson correlation coefficient 
(0.816) and linear regression line.



Anscombe's quartet
The same summary statistics,
but visually very different

Importance of visualization:
Plots often give us a much better idea 
of the properties of a data set than 
simple numerical summaries.

The bottom row illustrates the 
influence of outliers on correlation and 
regression.



Visual overview 
of a data set: 
pairplot in 
Seaborn

All histograms + 
scatterplots



How to compute summaries for groups?



How to compute summaries for groups?
Method groupby splits the table into groups based on values of some column.

We can apply a summary statistics function or describe on each group.







Summary
Summary statistics:

● mean, median, mode
● percentiles, quantiles, quartiles
● min, max, interquartile range, 

variance, standard deviation
● Pearson and Spearman correlation

More details in a statistics course

Visualization:

● boxplot
● scatter plots with regression lines
● pairplot

Pandas:

● functions for computing statistics, 
describe

● groupby

Next week: more Pandas


